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#### Abstract

Fractional diffusion equations model phenomena exhibiting anomalous diffusion that can not be modeled accurately by the second-order diffusion equations. Because of the nonlocal property of fractional differential operators, the numerical methods have full coefficient matrices which require storage of $O\left(N^{2}\right)$ and computational cost of $O\left(N^{3}\right)$ where $N$ is the number of grid points. In this paper we develop a fast finite difference method for fractional diffusion equations, which only requires storage of $O(N)$ and computational cost of $O\left(N \log ^{2} N\right)$ while retaining the same accuracy and approximation property as the regular finite difference method. Numerical experiments are presented to show the utility of the method.
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## 1. Introduction

Fractional diffusion equations model phenomena exhibiting anomalous diffusion that cannot be modeled accurately by the second-order diffusion equations. For instance, in contaminant transport in groundwater flow the solutes moving through aquifers do not generally follow a Fickian, second-order partial differential equation because of large deviations from the stochastic process of Brownian motion. Instead, a governing equation with a fractional-order anomalous diffusion provides a more adequate and accurate description of the movement of the solutes [3].

The history of fractional calculus dates back to late 17th century [27], but it was not until late 20th century when fractional differential equations began to find wide applications. Since then, fractional diffusion equations have been used in modeling turbulent flow [5,32], chaotic dynamics of classical conservative systems [38], groundwater contaminant transport [2,3], and applications in biology [20], physics [33], chemistry [14], and even finance [29,30] (see [13,24,25,28] for additional information). While analytical methods, such as the Fourier transform method, the Laplace transform methods, and the Mellin transform method, have been developed to seek closed-form analytical solutions for fractional partial differential equations [28], there are very few cases in which the closed-form analytical solutions are available, as in the context of integer-order partial differential equations. Therefore, numerical means have to be used in general.

In the last decade or so, extensive research has been carried out on the development of numerical methods for fractional partial differential equations, including finite difference methods [1,7,15,17,21-23,26,34-36,39], finite element methods [9-11,19], and spectral methods [16,18]. Compared to the second-order diffusion equations, the fractional diffusion equations have the following salient features: (i) Fractional differential operators are nonlocal and so raise subtle stability issues on the corresponding numerical approximations; (ii) Numerical methods for fractional diffusion equations tend to yield full

[^0]coefficient matrices, which have computational cost of $O\left(N^{3}\right)$ and storage of $O\left(N^{2}\right)$ with $N$ being the number of unknowns. This is in contrast to numerical methods for second-order diffusion equations which usually generate banded coefficient matrices of $O(N)$ nonzero entries and can be solved by fast solution methods such as multigrid methods, domain decomposition methods, and wavelet methods.

In $[22,23]$ it was shown that a naive discretization of the anomalous diffusion, even though implicit, leads to unstable discretizations. A shifted Grünwald discretization was proposed to approximate the fractional diffusion equation and was proved to be stable and convergent. Numerical experiments showed that these methods generate satisfactory numerical results. Alternatively, several explicit finite difference schemes, such as the fractional central and Lax-Wendroff schemes, were proposed and analyzed in [34]. In [18] a finite difference approximation was used in the temporal discretization while a Legendre spectral approximation was adopted in spatial discretization in the numerical solution of time-fractional diffusion equations. Finite element methods for fractional diffusion equations were proposed and analyzed in [9-11]. These methods still generate full coefficient matrices and so require storage of $O\left(N^{2}\right)$ and computational cost of $O\left(N^{3}\right)$.

The goal of this paper is to develop a fast finite difference method for space-fractional diffusion equations, which has a significantly reduced storage requirement of $O(N)$ and computational cost $O\left(N \log ^{2} N\right)$ while retaining the same accuracy as the existing numerical methods. The rest of the paper is organized as follows. In Section 2 we present the fractional diffusion equation and its regular finite difference approximation, and go over their properties. In Section 3 we study how to reduce the computational cost in the inversion of the coefficient matrix from $O\left(N^{3}\right)$ to $O\left(N \log ^{2} N\right)$ in the new finite difference method. In Section 4 we analyze how to reduce the computational cost of the right-hand side from $O\left(N^{2}\right)$ to $O(N \log N)$ and to reduce the storage requirement from $O\left(N^{2}\right)$ to $O(N)$, respectively. In Section 5 we carry out numerical experiments to compare the performance of the newly developed method with the regular finite difference method.

## 2. Fractional diffusion equations and its finite difference approximation

We consider the following initial-boundary value problem of an anomalous diffusion equation of order $1<\alpha<2[6,22,23$ ]

$$
\begin{align*}
& \frac{\partial u(x, t)}{\partial t}-d_{+}(x, t) \frac{\partial^{\alpha} u(x, t)}{\partial_{+} x^{\alpha}}-d_{-}(x, t) \frac{\partial^{\alpha} u(x, t)}{\partial_{-} x^{\alpha}}=f(x, t), \\
& x_{L}<x<x_{R}, \quad 0<t \leqslant T  \tag{1}\\
& u\left(x_{L}, t\right)=0, \quad u\left(x_{R}, t\right)=0, \quad 0 \leqslant t \leqslant T \\
& u(x, 0)=u_{0}(x), \quad x_{L} \leqslant x \leqslant x_{R} .
\end{align*}
$$

Note that the case $1<\alpha<2$ is useful in applications [2]. It is also the physically meaningful case, as explained in [31]. Here the left-sided $(+)$ and the right-sided ( - ) fractional derivatives $\frac{\partial^{\chi} u(x, t)}{\partial_{+} x^{\chi}}$ and $\frac{\partial^{\chi} u(x, t)}{\partial_{-} x^{\chi}}$ can be defined in the (computationally feasible) Grünwald-Letnikov form [28]

$$
\begin{align*}
& \frac{\partial^{\alpha} u(x, t)}{\partial_{+} x^{\alpha}}=\lim _{h \rightarrow 0^{+}} \frac{1}{h^{\alpha}} \sum_{k=0}^{\left\lfloor\left(x-x_{L}\right) / h\right\rfloor} g_{k}^{(\alpha)} u(x-k h, t), \\
& \frac{\partial^{\alpha} u(x, t)}{\partial_{-} x^{\alpha}}=\lim _{h \rightarrow 0^{+}} \frac{1}{h^{\alpha}} \sum_{k=0}^{\left\lfloor\left(x_{R}-x\right) / h\right\rfloor} g_{k}^{(\alpha)} u(x+k h, t), \tag{2}
\end{align*}
$$

where $\lfloor x\rfloor$ represents the floor of $x$ and $g_{k}^{(\alpha)}=(-1)^{k}\binom{\alpha}{k}$ with $\binom{\alpha}{k}$ being the fractional binomial coefficients. It is clear that
the coefficients $g_{k}^{(\alpha)}$ can be evaluated recursively

$$
\begin{equation*}
g_{0}^{(\alpha)}=1, \quad g_{k}^{(\alpha)}=\left(1-\frac{\alpha+1}{k}\right) g_{k-1}^{(\alpha)} \quad \text { for } k \geqslant 1 \tag{3}
\end{equation*}
$$

Moreover, the coefficients $g_{k}^{(\alpha)}$ satisfy the following properties [22,23,28]

$$
\left\{\begin{array}{l}
g_{0}^{(\alpha)}=1, \quad g_{1}^{(\alpha)}=-\alpha<0, \quad 1 \geqslant g_{2}^{(\alpha)} \geqslant g_{3}^{(\alpha)} \geqslant \cdots \geqslant 0  \tag{4}\\
\sum_{k=0}^{\infty} g_{k}^{(\alpha)}=0, \quad \sum_{k=0}^{m} g_{k}^{(\alpha)} \leqslant 0 \quad(m \geqslant 1)
\end{array}\right.
$$

In this paper we focus on the development of a fast numerical method for problem (1). For the existence and uniqueness of the weak solution to fractional partial differential equations, we refer to [16]. Let $N$ and $M$ be positive integers and $h=\left(x_{R}-x_{L}\right) / N$ and $\Delta t=T / M$ be the sizes of spatial grid and time step, respectively. We define a spatial and temporal partition $x_{i}=x_{L}+i h$ for $i=0,1, \ldots, N$ and $t^{m}=m \Delta t$ for $m=0,1, \ldots, M$. Let $u_{i}^{m}=u\left(x_{i}, t^{m}\right), d_{+, i}^{m}=d_{+}\left(x_{i}, t^{m}\right), d_{-, i}^{m}=d_{-}\left(x_{i}, t^{m}\right)$, and $f_{i}^{m}=f\left(x_{i}\right.$, $t^{m}$ ). While the first-order time derivative in (1) can be discretized by a standard first-order time difference quotient, the discretization of the fractional spatial derivative requires careful investigation. Meerschaert and Tadjeran [22,23] showed that a fully implicit finite difference scheme with a direct truncation of the series in (2) turns out to be unstable! Actually even the case $\alpha=2$ is unstable if the one-sided difference is used. Instead, they proposed to use the following shifted Grünwald approximations

$$
\begin{align*}
& \frac{\partial^{\alpha} u\left(x_{i}, t^{m}\right)}{\partial_{+} \chi^{\alpha}}=\frac{1}{h^{\alpha}} \sum_{k=0}^{i+1} g_{k}^{(\alpha)} u_{i-k+1}^{m}+O(h) \\
& \frac{\partial^{\alpha} u\left(x_{i}, t^{m}\right)}{\partial_{-} x^{\alpha}}=\frac{1}{h^{\alpha}} \sum_{k=0}^{N-i+1} g_{k}^{(\alpha)} u_{i+k-1}^{m}+O(h) \tag{5}
\end{align*}
$$

and proved that the corresponding implicit finite difference scheme

$$
\begin{equation*}
\frac{u_{i}^{m+1}-u_{i}^{m}}{\Delta t}-\frac{d_{+, i}^{m+1}}{h^{\alpha}} \sum_{k=0}^{i+1} g_{k}^{(\alpha)} u_{i-k+1}^{m+1}-\frac{d_{-, i}^{m+1}}{h^{\alpha}} \sum_{k=0}^{N-i+1} g_{k}^{(\alpha)} u_{i+k-1}^{m+1}=f_{i}^{m+1} \tag{6}
\end{equation*}
$$

is unconditionally stable and convergent. Numerical experiments show that this scheme generates very satisfactory numerical approximations.

Let $u^{m}=\left[u_{1}^{m}, u_{2}^{m}, \ldots, u_{N-1}^{m}\right]^{T}, f^{m}=\left[f_{1}^{m}, f_{2}^{m}, \ldots, f_{N-1}^{m}\right]^{T}, A^{m}=\left[a_{i, j}^{m}\right]_{i, j=1}^{N-1}$, and $I$ be the identity matrix of order $N-1$. Then the numerical scheme (6) can be expressed in the following matrix form

$$
\begin{equation*}
\left(I+A^{m+1}\right) u^{m+1}=u^{m}+\Delta t f^{m+1} \tag{7}
\end{equation*}
$$

Here the entries of matrix $A^{m+1}$ are given by

$$
a_{i, j}^{m+1}= \begin{cases}-\left(r_{+, i}^{m+1}+r_{-, i}^{m+1}\right) g_{1}^{(\alpha)}, & j=i  \tag{8}\\ -\left(r_{+, i}^{m+1} g_{2}^{(\alpha)}+r_{-, i}^{m+1} g_{0}^{(\alpha)}\right), & j=i-1 \\ -\left(r_{+, i}^{m+1} g_{0}^{(\alpha)}+r_{-, i}^{m+1} g_{2}^{(\alpha)}\right), & j=i+1 \\ -r_{+, i}^{m+1} g_{i-j+1}^{(\alpha)}, & j<i-1 \\ -r_{-, i}^{m+1} g_{j-i+1}^{(\alpha)}, & j>i+1\end{cases}
$$

where

$$
\begin{equation*}
r_{+, i}^{m+1}=d_{+, i}^{m+1} \Delta t / h^{\alpha}, \quad r_{-, i}^{m+1}=d_{-, i}^{m+1} \Delta t / h^{\alpha} \tag{9}
\end{equation*}
$$

It is clear that $a_{i, j}^{m+1} \leqslant 0$ for all $i \neq j$. We further conclude from (4) and (8) that

$$
\begin{align*}
a_{i, i}^{m+1}-\sum_{j=1, j \neq i}^{N-1}\left|a_{i, j}^{m+1}\right|= & -\left(r_{+, i}^{m+1}+r_{-, i}^{m+1}\right) g_{1}^{(\alpha)}-r_{i,+}^{m+1} \sum_{k=0, k \neq 1}^{i} g_{k}^{(\alpha)}-r_{-, i}^{m+1} \sum_{k=0, k \neq 1}^{N-i} g_{k}^{(\alpha)} \\
& \geqslant-\left(r_{+, i}^{m+1}+r_{-, i}^{m+1}\right) g_{1}^{(\alpha)}-\left(r_{i,+}^{m+1}+r_{-, i}^{m+1}\right) \sum_{k=0, k \neq 1}^{\infty} g_{k}^{(\alpha)} \\
& =-\left(r_{+, i}^{m+1}+r_{-, i}^{m+1}\right) g_{1}^{(\alpha)}+\left(r_{i,+}^{m+1}+r_{-, i}^{m+1}\right) g_{1}^{(\alpha)}=0 \tag{10}
\end{align*}
$$

Thus, the coefficient matrix $I+A^{m+1}$ is a nonsingular, strictly diagonally dominant $M$-matrix, and so the scheme is monotone [37].

## 3. A finite difference method with banded coefficient matrices

Like many other numerical methods for fractional partial differential equations, the finite difference method (7) has a full coefficient matrix. Consequently, it requires an $O\left(N^{3}\right)$ operations to solve the system (7) and an $O\left(N^{2}\right)$ storage per time step. Furthermore, the well known iterative methods developed for sparse systems arising from the discretization of integer-order partial differential equations, such as multigrid method, domain decomposition method, and wavelet method, fail to significantly reduce the computational cost since each iteration requires $O\left(N^{2}\right)$ computations.

As the first step, we want to develop a fast finite difference method that has significantly reduced computational cost compared to the regular finite difference method (7) while retaining the same accuracy. More specifically, we impose the following desired properties:

- The method should have a banded coefficient matrix $I+A_{k}^{m+1}$ instead of the full matrix $I+A^{m+1}$ in the scheme (7).
- $A_{k}^{m+1}$ can accurately approximate the full matrix $A^{m+1}$.
- $I+A_{k}^{m+1}$ can be inverted with a significantly reduced computational cost than $I+A^{m+1}$.
- Inversion of the coefficient matrix $I+A_{k}^{m+1}$ has approximately the same computational cost as the evaluation of the right side of the method.

To explore the feasibility of approximating the full matrix $A^{m+1}$ by a banded matrix, we need to investigate the decay property of the entries of $A^{m+1}$ as the column indices moves away from the diagonal. We note from (4) that $g_{k}^{(\alpha)}$ decreases monotonically to zero as $k$ tends to infinity. To find out the rate of the decay, we rewrite $g_{k}^{(\alpha)}$ as

$$
\begin{equation*}
g_{k}^{(\alpha)}=(-1)^{k}\binom{\alpha}{k}=\frac{\Gamma(k-\alpha)}{\Gamma(-\alpha) \Gamma(k+1)}, \tag{11}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function. We utilize the asymptotic expansion for the Gamma function

$$
\begin{equation*}
\Gamma(x)=\sqrt{2 \pi} x^{x-\frac{1}{2}} e^{-x}\left(1+O\left(\frac{1}{x}\right)\right), \quad x \rightarrow+\infty \tag{12}
\end{equation*}
$$

to conclude that

$$
\begin{equation*}
g_{k}^{(\alpha)}=\frac{1}{\Gamma(-\alpha) k^{\alpha+1}}\left(1+O\left(\frac{1}{k}\right)\right) \tag{13}
\end{equation*}
$$

In other words, $g_{k}^{(\alpha)}$ decreases to zero asymptotically at a rate of $\alpha+1$. We combine (8) and (13) to conclude that the remainder sum of the coefficients $a_{i j}^{m+1}$ (up to the factors $r_{-, i}^{m+1}$ and $r_{+, i}^{m+1}$ ) outside of the $2 k+1$ diagonals decay at a rate of $\alpha$

$$
\begin{equation*}
\sum_{j \geqslant i+k} g_{j-i+1}^{(\alpha)}+\sum_{j \leqslant i-k} g_{i-j+1}^{(\alpha)}=O\left(k^{-\alpha}\right) . \tag{14}
\end{equation*}
$$

Recall from (4) that $\sum_{j=0}^{\infty}\left|g_{j}^{(\alpha)}\right|=2 \alpha$. Based on these discussions, we split the full matrix $A^{m+1}$ in (7) as follows

$$
\begin{equation*}
A^{m+1}=A_{k}^{m+1}+A_{o}^{m+1} \tag{15}
\end{equation*}
$$

where $A_{k}^{m+1}$ contains the $2 k+1$ diagonals of $A^{m+1}$ and zero entries elsewhere, and $A_{o}^{m+1}=A^{m+1}-A_{k}^{m+1}$ contains the remaining nonzero entries of $A^{m+1}$. We see from (14) that

$$
\begin{equation*}
\frac{\left\|A_{o}^{m+1}\right\|_{\infty}}{\left\|A^{m+1}\right\|_{\infty}}=O\left(k^{-\alpha}\right) \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{16}
\end{equation*}
$$

where $\left\|A^{m+1}\right\|_{\infty}=\max _{1 \leqslant i \leqslant N-1} \sum_{j=1}^{N-1}\left|a_{i j}^{m+1}\right|$ is the $\infty$-norm of a matrix. Namely,

$$
\begin{equation*}
\frac{\left\|A^{m+1}-A_{k}^{m+1}\right\|_{\infty}}{\left\|A^{m+1}\right\|_{\infty}}=O\left(k^{-\alpha}\right) \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{17}
\end{equation*}
$$

On the other hand, as $k$ increases the computational cost of inverting $I+A_{k}^{m+1}$ also increases. In fact, a direct solution method requires $O\left(k^{2} N\right)$ operations. In addition, we will show in the next subsection that the computational cost in evaluating the right-hand side of the fast finite difference method is $O(N \log N)$. Based on these observations, we choose the bandwidth $k=\log N$ in $A_{k}^{m+1}$. This guarantees that the computational cost of inverting $I+A_{k}^{m+1}$ is $O\left(N \log ^{2} N\right)$, which is close to the computational cost of evaluating the right-hand side. Meanwhile, the approximation property (17) is still valid and now takes the form

$$
\begin{equation*}
\frac{\left\|A^{m+1}-A_{k}^{m+1}\right\|_{\infty}}{\left\|A^{m+1}\right\|_{\infty}}=O\left(\log ^{-\alpha} N\right) \rightarrow 0 \quad \text { as } N \rightarrow \infty \tag{18}
\end{equation*}
$$

Namely, as the number of unknowns $N$ increases, the relative weight of the banded matrix $A_{k}^{m+1}$ over the full matrix $A^{m+1}$ increases too, even if the bandwidth $k$ increases only as $\log N$ in contrast to the linear increase of the width of the full matrix $A^{m+1}$.

In short, the banded matrix $A_{k}^{m+1}$ possesses the desired properties we discussed at the beginning of this subsection. We hence split the scheme (7) as follows

$$
\begin{equation*}
\left(I+A_{k}^{m+1}\right) u^{m+1}=u^{m}-A_{O}^{m+1} u^{m+1}+\Delta t f^{m+1} \tag{19}
\end{equation*}
$$

The remaining issue in the development of the fast methods is how to approximate the $u^{m+1}$ in the second term on the righthand side of the scheme. A straightforward approximation of the $u^{m+1}$ by $u^{m}$ would deteriorate the accuracy of the scheme.

To enhance the accuracy of the approximation, we evaluate the $u^{m+1}$ on the right-hand side of (19) by approximating the unknown increment $u^{m+1}-u^{m}$ by the known increment $u^{m}-u^{m-1}$ at the previous time step

$$
\begin{equation*}
u^{m+1}=u^{m}+\left(u^{m+1}-u^{m}\right) \approx u^{m}+\left(u^{m}-u^{m-1}\right)=2 u^{m}-u^{m-1}, \tag{20}
\end{equation*}
$$

which yields the following approximation $\hat{u}^{m+1}$ of $u^{m+1}$

$$
\hat{u}^{m+1}= \begin{cases}2 u^{m}-u^{m-1}, & \text { if } m \geqslant 1  \tag{21}\\ u^{0}, & \text { if } m=0\end{cases}
$$

We substitute the $\hat{u}^{m+1}$ for $u^{m+1}$ in the second term on the right-hand side of the scheme (19) to obtain the following finite difference scheme

$$
\begin{align*}
& \left(I+A_{k}^{m+1}\right) u^{m+1}=\left(I-2 A_{o}^{m+1}\right) u^{m}+A_{o}^{m+1} u^{m-1}+\Delta t f^{m+1}, \quad m \geqslant 1, \\
& \left(I+A_{k}^{1}\right) u^{1}=\left(I-A_{o}^{1}\right) u^{0}+\Delta t f^{1} . \tag{22}
\end{align*}
$$

## 4. A fast $O\left(N \log ^{2} N\right)$ finite difference method with an $O(N)$ storage

In the finite difference method (22), the computational cost of inverting the coefficient matrix has been reduced to $O\left(N \log ^{2} N\right)$. However, the computational cost of the right-hand side and the storage requirement are both $O\left(N^{2}\right)$. The goal of this section is to reduce the storage requirement to $O(N)$ and the computational cost of right-hand side to $O(N \log N)$.

We conclude from (8) that the coefficient matrix $A^{m+1}$ can be decomposed as follows

$$
\begin{equation*}
A^{m+1}=-\operatorname{diag}\left(r_{+}^{m+1}\right) A_{L}-\operatorname{diag}\left(r_{-}^{m+1}\right) A_{R} \tag{23}
\end{equation*}
$$

Here $\operatorname{diag}\left(r_{+}^{m+1}\right)$ and $\operatorname{diag}\left(r_{-}^{m+1}\right)$ are diagonal matrices of order $N-1$ with their $i$ th entries $r_{+, i}^{m+1}$ and $r_{-, i}^{m+1}$ being defined in (9) for $i=1,2, \ldots, N-1$. The matrices $A_{L}$ and $A_{R}$ are matrices of order $N-1$ and are defined by

$$
\begin{aligned}
& A_{L}=\left[\begin{array}{cccccc}
g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & 0 & \ldots & 0 & 0 \\
g_{2}^{(\alpha)} & g_{1}^{(\alpha)} & g_{0}^{(\alpha)} & \ddots & \ddots & 0 \\
\vdots & g_{2}^{(\alpha)} & g_{1}^{(\alpha)} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & 0 \\
g_{N-2}^{(\alpha)} & \ddots & \ddots & \ddots & g_{\alpha}^{(\alpha)} & g_{0}^{(\alpha)} \\
g_{N-1}^{(\alpha)} & g_{N-2}^{(\alpha)} & \ldots & \ldots & g_{2}^{(\alpha)} & g_{1}^{(\alpha)}
\end{array}\right], \\
& A_{R}=\left[\begin{array}{cccccc}
g_{1}^{(\alpha)} & g_{2}^{(\alpha)} & \ldots & \ldots & g_{N-2}^{(\alpha)} & g_{N-1}^{(\alpha)} \\
g_{0}^{(\alpha)} & g_{1}^{(\alpha)} & g_{2}^{(\alpha)} & \ldots & \ddots & g_{N-2}^{(\alpha)} \\
0 & g_{0}^{(\alpha)} & g_{1}^{(\alpha)} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \ddots & g^{(\alpha)} & g_{(\alpha)}^{(\alpha)} \\
0 & 0 & \ldots & 0 & g_{0}^{(\alpha)} & g_{1}^{(\alpha)}
\end{array}\right] .
\end{aligned}
$$

Thus, we need only to store $r_{+}^{m+1}=\left[r_{+, 1}^{m+1}, r_{+, 2}^{m+1}, \ldots, r_{+, N-1}^{m+1}\right]^{T}, r_{-}^{m+1}=\left[r_{-, 1}^{m+1}, r_{-, 2}^{m+1}, \ldots, r_{-, N-1}^{m+1}\right]^{T}$, and $g^{(\alpha)}=\left[g_{0}^{(\alpha)}, g_{1}^{(\alpha)}, \ldots, g_{N-1}^{(\alpha)}\right]^{T}$ which have $3 N-2$ parameters, instead of the full matrix $A^{m+1}$ which has $(N-1)^{2}$ parameters. In particular, the vector $g^{(\alpha)}$ is independent of space or time and can be stored a priori for a given $\alpha$ and $N$.

We next study how to reduce the computational cost of the right-hand side of scheme (22), which involves the multiplication of $A^{m+1}$ (or a portion of it) with an arbitrary vector, from $O\left(N^{2}\right)$ to $O(N \log N)$. We conclude from (23) that this in turn requires the multiplication of $A_{L}$ and $A_{R}$ with an arbitrary vector in $O(N \log N)$ operations, since $\operatorname{diag}\left(r_{+}^{m+1}\right)$ and diag $\left(r_{-}^{m+1}\right)$ are diagonal matrices.

### 4.1. Toeplitz and circulant matrices

We note that both matrices $A_{L}$ and $A_{R}$ are Toeplitz matrices. A Toeplitz matrix is a matrix in which each descending diagonal from left to right is constant. In general, an $n \times n$ Toeplitz matrix $T_{n}$ is completely determined by a sequence of $2 n-1$ numbers $\left\{t_{i}\right\}_{i=1-n}^{n-1}$ such that the $(i, j)$-entry of the matrix $T_{n}(i, j)=t_{j-i}$ for $i, j=1, \ldots, n$, i.e.,

$$
T_{n}=\left[\begin{array}{cccccc}
t_{0} & t_{1} & t_{2} & \ldots & t_{n-2} & t_{n-1} \\
t_{-1} & t_{0} & t_{1} & \ldots & t_{n-3} & t_{n-2} \\
t_{-2} & t_{-1} & t_{0} & \ddots & \ddots & t_{n-3} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
t_{2-n} & t_{3-n} & \ddots & \ddots & t_{0} & t_{1} \\
t_{1-n} & t_{2-n} & t_{3-n} & \ldots & t_{-1} & t_{0}
\end{array}\right]
$$

To describe the fast algorithm, we also need circulant matrices. A circulant matrix is a matrix in which each row vector is rotated one element to the right relative to the preceding row vector. In general, an $n \times n$ circulant matrix $C_{n}$ is completely determined by a sequence of $n$ numbers $\left\{c_{i}\right\}_{i=0}^{n-1}$ such that the $(i, j)$-entry of the matrix $C_{n}(i, j)=c_{(j-i) \bmod n}$ for $i, j=1, \ldots, n$.

$$
C_{n}=\left[\begin{array}{cccccc}
c_{0} & c_{1} & c_{2} & \ldots & c_{n-2} & c_{n-1} \\
c_{n-1} & c_{0} & c_{1} & \ldots & c_{n-3} & c_{n-2} \\
c_{n-2} & c_{n-1} & c_{0} & \ddots & \ddots & c_{n-3} \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
c_{2} & c_{3} & \ddots & \ddots & c_{0} & c_{1} \\
c_{1} & c_{2} & c_{3} & \ldots & c_{n-1} & c_{0}
\end{array}\right] .
$$

It is known that a circulant matrix $C_{n}$ can be decomposed as follows $[8,12]$

$$
\begin{equation*}
C_{n}=F_{n}^{-1} \operatorname{diag}\left(F_{n} c\right) F_{n}, \tag{24}
\end{equation*}
$$

where $c=\left[c_{0}, c_{n-1}, c_{n-2}, \cdots, c_{2}, c_{1}\right]^{T}$ is the first column vector of $C_{n}$ and $F_{n}$ is the $n \times n$ discrete Fourier transform matrix in which the ( $j, l$ )-entry $F_{n}(j, l)$ of the matrix $F_{n}$ is given by

$$
\begin{equation*}
F_{n}(j, l)=\frac{1}{\sqrt{n}} \exp \left(-\frac{2 \pi \mathrm{i} j l}{n}\right) \quad 0 \leqslant j, l \leqslant n-1, \tag{25}
\end{equation*}
$$

where $\mathrm{i}=\sqrt{-1}$.
It is clear that a circulant matrix $C_{n}$ is a Toeplitz matrix with $c_{-l}=c_{n-l}$ for $l=1, \ldots, n-1$ but the converse is not true. Nevertheless, an $n \times n$ Toeplitz matrix $T_{n}$ can be embedded into a $2 n \times 2 n$ circulant matrix $C_{2 n}$ as follows [4,12]

$$
C_{2 n}=\left[\begin{array}{cc}
T_{n} & B_{n}  \tag{26}\\
B_{n} & T_{n}
\end{array}\right], \quad B_{n}=\left[\begin{array}{ccccc}
0 & t_{1-n} & \ldots & t_{-2} & t_{-1} \\
t_{n-1} & 0 & t_{1-n} & \ldots & t_{-2} \\
\vdots & t_{n-1} & 0 & \ddots & \vdots \\
t_{2} & \vdots & \ddots & \ddots & t_{1-n} \\
t_{1} & t_{2} & \ldots & t_{n-1} & 0
\end{array}\right] .
$$

### 4.2. A fast $O(N \log N)$ algorithm for the evaluation of $A^{m+1} u$

To efficiently evaluate the right-hand side of the scheme (22) in $O(N \log N)$ operations, we use the following $O(N \log N)$ algorithm to evaluate the matrix-vector multiplication of $A^{m+1} u$ (or $A_{o}^{m+1} u$ ), based on the decomposition (23) of the matrix $A^{m+1}$, the diagonalization (24) of a circulant matrix and the embedding (26):

1. Introduce two $(2 N-2) \times(2 N-2)$ matrices and one $2 N-2$ vector

$$
C_{2 N-2, L}=\left[\begin{array}{cc}
A_{L} & B_{L}  \tag{27}\\
B_{L} & A_{L}
\end{array}\right], \quad C_{2 N-2, R}=\left[\begin{array}{cc}
A_{R} & B_{R} \\
B_{R} & A_{R}
\end{array}\right], \quad u_{2 N-2}=\left[\begin{array}{l}
u \\
0
\end{array}\right] .
$$

Here $B_{L}$ and $B_{R}$ are defined as in (26) with $n=N-1$ and $T_{n}$ being replaced by $A_{L}$ and $A_{R}$ respectively. It is clear that

$$
C_{2 N-2, L} u_{2 N-2}=\left[\begin{array}{c}
A_{L} u  \tag{28}\\
B_{L} u
\end{array}\right], \quad C_{2 N-2, R} u_{2 N-2}=\left[\begin{array}{c}
A_{R} u \\
B_{R} u
\end{array}\right]
$$

Thus, the matrix-vector products $A_{L} u$ and $A_{R} u$ can be obtained as the first half of the matrix-vector products $C_{2 N-2, L} u_{2 N-2}$ and $C_{2 N-2, R} u_{2 N-2}$, respectively.
2. Evaluate the matrix-vector products $w_{2 N-2}=F_{2 N-2} u_{2 N-2}$ in $O(N \log N)$ operations. In fact, $F_{2 N-2} u_{2 N-2}$ is the discrete Fourier transform of $u_{2 N-2}$, which can be achieved in $O((2 N) \log (2 N))=O(N \log N)$ operations via the fast Fourier transform (FFT).
3. Similarly evaluate $v_{2 N-2, L}=F_{2 N-2} c_{2 N-2, L}$ and $v_{2 N-2, R}=F_{2 N-2} c_{2 N-2, R}$ in $O(N \log N)$ operations, where $c_{2 N-2, L}$ and $c_{2 N-2, R}$ are the first column vectors of $C_{2 N-2, L}$ and $C_{2 N-2, R}$, respectively.
4. Evaluate the Hadamard products $z_{2 N-2, L}=w_{2 N-2} \cdot v_{2 N-2, L}=\left[w_{1} v_{1, L}, \ldots, w_{2 N-2} v_{2 N-2, L}\right]^{T}$ and $z_{2 N-2, R}=w_{2 N-2} \cdot v_{2 N-2, R}=$ $\left[w_{1} v_{1, R}, \ldots, w_{2 N-2} v_{2 N-2, R}\right]^{T}$ in $O(N)$ operations.
5. Evaluate $y_{2 N-2, L}=F_{2 N-2}^{-1} z_{2 N-2, L}$ and $y_{2 N-2, R}=F_{2 N-2}^{-1} z_{2 N-2, R}$ in $O(N \log N)$ operations via inverse FFT. Combining (27) and (28) yields that

$$
\begin{align*}
& y_{2 N-2, L}=\left[\begin{array}{l}
y_{L} \\
y_{L}^{\prime}
\end{array}\right]=C_{2 N-2, L} u_{2 N-2}=\left[\begin{array}{c}
A_{L} u \\
B_{L} u
\end{array}\right], \\
& y_{2 N-2, R}=\left[\begin{array}{l}
y_{R} \\
y_{R}^{\prime}
\end{array}\right]=C_{2 N-2, R} u_{2 N-2}=\left[\begin{array}{c}
A_{R} u \\
B_{R} u
\end{array}\right] . \tag{29}
\end{align*}
$$

6. Evaluate the Hadamard products $u_{L}=r_{+}^{m+1} \cdot y_{L}$ and $u_{R}=r_{-}^{m+1} \cdot y_{R}$ in $O(N)$ operations. Use (23) to evaluate $A^{m+1} u=-u_{L}-u_{R}$ in $O(N)$ operations.

## 5. Numerical experiments

In this section we carry out numerical experiments to study the performance of the fast finite difference method developed in this paper and to compare its performance with the finite difference methods with full coefficient matrices which were developed in $[22,23]$ and were shown to generate very satisfactory results.

### 5.1. Simulation of an example with a known analytical solution

We consider the fractional diffusion Eq. (1) with an anomalous diffusion of order $\alpha=1.8$ and the left-sided and right-sided diffusion coefficients

$$
\begin{equation*}
d_{+}(x, t)=\Gamma(1.2) x^{1.8}, \quad d_{-}(x, t)=\Gamma(1.2)(2-x)^{1.8} \tag{30}
\end{equation*}
$$

The spatial domain is $\left[x_{L}, x_{R}\right]=[0,2]$, the time interval is $[0, T]=[0,1]$. The source term and the initial condition are given by

$$
\begin{align*}
& f(x, t)=-32 e^{-t}\left[x^{2}+(2-x)^{2}+0.125 x^{2}(2-x)^{2}-2.5\left(x^{3}+(2-x)^{3}\right)+\frac{25}{22}\left(x^{4}+(2-x)^{4}\right)\right]  \tag{31}\\
& u_{0}(x)=4 x^{2}(2-x)^{2}
\end{align*}
$$

The true solution to the corresponding fractional diffusion Eq. (1) is given by [23]

$$
\begin{equation*}
u(x, t)=4 e^{-t} x^{2}(2-x)^{2} \tag{32}
\end{equation*}
$$

In the numerical experiments, we solve the problem by both the fast finite difference method and the regular finite difference method (6) and denote their solutions by $u_{F F D}^{m}$ and $u_{F D}^{m}$, respectively. Let $u^{m}$ be the numerical solution $u_{F F D}^{m}$ or $u_{F D}^{m}$ at time step $t^{m}$ and $u\left(x, t^{m}\right)$ be the true solution to problem (1). In Table 1 we present the errors $\left\|u_{F F D}^{M}-u\left(\cdot, t^{M}\right)\right\|_{L^{\infty}}$ and $\left\|u_{F D}^{M}-u\left(\cdot, t^{M}\right)\right\|_{L^{\infty}}$ for different spatial mesh sizes and time steps. These results are very encouraging and show that fast finite difference method developed in this paper generates numerical solutions with same accuracy as the regular finite difference method, despite the fact that the former has significantly reduced the storage and computational cost of the latter from $O\left(N^{2}\right)$ and $O\left(N^{3}\right)$ to $O(N)$ and $O\left(N \log ^{2} N\right)$, respectively. In the current context, with the fast finite difference method we need only to invert a banded coefficient matrix with the bandwidth $21=2 k+1$ where $k=\log N$ instead of the full matrix of 1024 in the regular finite difference method. We also present a representative plot with $N=256$ and $M=128$ in Fig. 1, which shows that the fast finite difference solution and the regular finite difference solution both sit on the curve of the true solution without noticeable artifacts.

### 5.2. Simulation of the fundamental solution of the fractional diffusion equation

In this example run we use the fast finite difference method and the regular finite difference method (6) to solve for the fundamental solution of the homogeneous fractional diffusion Eq. (1) which is subject to the initial condition of a Dirac delta function $\delta(x)$ located at $x=0$. The fundamental solution $u(x, t)$ is expressed via the inverse Fourier transform as follows [3]

Table 1
Comparison of the fast finite difference (FFD) method with the regular finite difference (FD) method in the simulation of the fractional diffusion problem with a known analytical solution.

|  | $N$ | $M$ | Error | CPU (s) |
| :--- | :--- | :--- | :--- | :--- |
| $F D$ | $2^{6}$ | $2^{5}$ | $1.74342 \times 10^{-2}$ | $1.09 \times 10$ |
|  | $2^{7}$ | $2^{6}$ | $2^{7}$ | $4.35225 \times 10^{-3}$ |
|  | $2^{8}$ | $2^{8}$ | $2.08363 \times 10^{-3}$ | $4.83 \times 10$ |
|  | $2^{9}$ | $2^{9}$ | $1.00343 \times 10^{-3}$ | $3.28 \times 10^{-3}$ |
|  | $2^{10}$ | $2^{5}$ | $1.55820 \times 10^{-2}$ | $2.61 \times 10^{4}$ |
|  | $2^{6}$ | $2^{6}$ | $7.02644 \times 10^{-3}$ | 1.84 |
|  | $2^{7}$ | $2^{8}$ | $3.18051 \times 10^{-3}$ | 7.74 |
|  | $2^{8}$ | $2^{9}$ | $1.41064 \times 10^{-3}$ | $3.37 \times 10$ |
|  | $2^{9}$ | $2^{10}$ |  |  |
|  |  |  | $1.50 \times 10^{2}$ |  |
|  |  |  | $6.53 \times 10^{2}$ |  |



Fig. 1. The true solution $u$ (marked by "-"), the fast finite difference solution $u_{F F D}$ (marked by " + "), and the finite difference solution $u_{F D}$ (marked by "- -") in Section 5.1 at time $T=1$ with $h=\frac{1}{128}$ and $\Delta t=\frac{1}{128}$.

$$
u(x, t)=\frac{1}{\pi} \int_{0}^{\infty} e^{-2 D\left|\cos \left(\frac{\pi x}{2}\right)\right| t \xi^{\alpha}} \cos (\xi x) d \xi
$$

In the numerical experiment, the data are chosen as follows: $\alpha=1.8,\left(x_{L}, x_{R}\right)=(-1,1),(0, T)=(0,1), d_{+}(x, t)=d_{-}(x, t)=D=0.005$, and $f(x, t)=0$. The initial condition for both numerical methods is chosen to be a discrete delta function, which is chosen to be $1 / h$ at $x=0$ and 0 at all other nodes.

We present the errors $\left\|u_{F F D}^{M}-u\left(\cdot, t^{M}\right)\right\|_{L^{2}}$ and $\left\|u_{F D}^{M}-u\left(\cdot, t^{M}\right)\right\|_{L^{2}}$ for different spatial mesh sizes and time steps in Table 2. These results again show that fast finite difference method developed in this paper generates numerical solutions with same accuracy as the regular finite difference method, even though the former has significantly reduced storage and computational cost from the latter. Finally, we present a representative plot with $N=256$ and $M=128$ in Fig. 2, which again shows that the fast finite difference method and the regular finite difference method generate solutions with the same accuracy without noticeable artifacts.

### 5.3. Simulation of an anomalously diffused Gaussian pulse

In this example run we simulate an anomalous diffusive process of a Gaussian pulse subject to the homogeneous fractional diffusion Eq. (1) with the initial condition given by

$$
u_{0}(x)=\exp \left(-\frac{\left(x-x_{c}\right)^{2}}{2 \sigma^{2}}\right)
$$

In the numerical experiments, the data is chosen as follows: the order $\alpha=1.5,\left(x_{L}, x_{R}\right)=(0,2),(0, T)=(0,1)$, the mean $x_{c}=1.2$ and the standard deviation $\sigma=0.08$. The diffusion coefficients are chosen to depend on $x$ and $t: d_{+}(x, t)=0.001\left(1+x^{2}+t^{2}\right)$ and $d_{-}(x, t)=0.001\left(1+(2-x)^{2}+t^{2}\right)$.

## Table 2

Comparison of the fast finite difference (FFD) method with the regular finite difference (FD) method in the simulation of the fundamental solution of the fractional diffusion equation.

|  | $N$ | $M$ | Error | CPU (s) |
| :--- | :--- | :--- | :--- | :--- |
| $F D$ | $2^{6}$ | $2^{5}$ | $7.14116 \times 10^{-2}$ | 8.75 |
|  | $2^{7}$ | $2^{6}$ | $2.13480 \times 10^{-2}$ | $5.65 \times 10$ |
|  | $2^{8}$ | $2^{7}$ | $7.46298 \times 10^{-3}$ | $4.34 \times 10^{2}$ |
|  | $2^{9}$ | $2^{9}$ | $2.95111 \times 10^{-3}$ | $3.20 \times 10^{3}$ |
|  | $2^{10}$ | $2^{5}$ | $1.69132 \times 10^{-3}$ | $2.53 \times 10^{4}$ |
|  | $2^{6}$ | $2^{6}$ | $7.14034 \times 10^{-2}$ | 1.87 |
|  | $2^{7}$ | $2^{7}$ | $2.13571 \times 10^{-2}$ | 7.69 |
|  | $2^{8}$ | $2^{8}$ | $7.47406 \times 10^{-3}$ | $3.50 \times 10$ |
|  | $2^{9}$ | $2.95296 \times 10^{-3}$ | $1.45 \times 10^{2}$ |  |
|  | $2^{10}$ |  | $1.69132 \times 10^{-3}$ | $6.21 \times 10^{2}$ |

Since the closed-form analytical solution is not available for this problem, we use the regular finite difference method with small time step $\Delta t=\frac{1}{80}$ and fine space grid $h=\frac{1}{1024}$ to generate a fine-scale numerical solution as a reference solution. We then compare the fast finite difference solution and the regular finite difference solution on coarse spatial meshes and time steps with the reference solution to measure the errors as in Sections 5.1 and 5.2 and present the results in Table 4. We have the same observations as we did in Sections 5.1 and 5.2.

In summary, the numerical experiments in this section show significant reduction of computational time, which coincides with the theoretical analysis. For example, with 1024 computational nodes, the new scheme developed in this paper has about 40 times of CPU reduction than the standard scheme. This is in addition to the significant reduction in the storage. In short, these results indeed show the utility of the method. Finally, even though we did not present a theoretical proof of the stability of the proposed numerical scheme, the numerical results presented in Table 3 indicate that the new scheme has the same stability constraint as the standard finite difference scheme which was proven to be unconditionally stable [22].

Table 3
Comparison of the fast finite difference (FFD) method with the regular finite difference (FD) method with $N=2^{8}$.

|  | $M=2^{3}$ | $M=2^{4}$ | $M=2^{5}$ |
| :--- | :--- | :--- | :--- |
| $F D$ | $2.12997 \times 10^{-1}$ | $9.98252 \times 10^{-2}$ | $4.63279 \times 10^{-2}$ |
| $F F D$ | $2.16415 \times 10^{-1}$ | $1.00613 \times 10^{-1}$ | $4.65139 \times 10^{-2}$ |



Fig. 2. The true solution $u$ (marked by " - "), the fast finite difference solution $u_{F F D}$ (marked by " + "), and the finite difference solution $u_{F D}$ (marked by " -- ") in Section 5.2 at time $T=1$ with $h=\frac{1}{128}$ and $\Delta t=\frac{1}{128}$.

Table 4
Comparison of the fast finite difference (FFD) method with the regular finite difference (FD) method in the simulation of an anomalously diffused Gaussian pulse.

|  | $N$ | $M$ | Error | CPU $(\mathrm{s})$ |
| :--- | :--- | :--- | :--- | :--- |
| $F D$ | $2^{6}$ | $2^{5}$ | $9.16435 \times 10^{-3}$ | 9.16 |
|  | $2^{7}$ | $2^{6}$ | $5.20005 \times 10^{-3}$ | $5.19 \times 10$ |
|  | $2^{8}$ | $2^{7}$ | $2.55436 \times 10^{-3}$ | $3.73 \times 10^{2}$ |
|  | $2^{9}$ | $2^{8}$ | $1.07155 \times 10^{-3}$ | $2.88 \times 10^{3}$ |
|  | $2^{10}$ | $2^{5}$ | $1.69132 \times 10^{-3}$ | $2.53 \times 10^{4}$ |
|  | $2^{6}$ | $2^{6}$ | $9.16451 \times 10^{-3}$ | 1.51 |
|  | $2^{7}$ | $2^{7}$ | $5.20020 \times 10^{-3}$ | 6.74 |
|  | $2^{8}$ | $2^{8}$ | $2.55434 \times 10^{-3}$ | $3.02 \times 10$ |
|  | $2^{9}$ | $2^{9}$ | $1.07144 \times 10^{-3}$ | $1.32 \times 10^{2}$ |
|  |  | $2.88486 \times 10^{-4}$ | $5.78 \times 10^{2}$ |  |
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